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AbstractN Vehicular Delay-Tolerant Networks (VDTNs) use
vehicles to transfer data between nodes, enablingetwork
connectivity in sparse or partitioned opportunistic networks,
where the low node density contributes to an abseamf end-to-
end links. By implementing a DTNs store-carry-and-brward
paradigm, VDTNs allow delay-tolerant data traffic from a
variety of vehicular applications to be routed overtime, such as,
but not limited to, information queries and contextspecific
broadcasts. Network Management adopts a key functioin the
well being of any communication network. This workproposes
an application-layer approach, where a dedicated seer is
deployed to collect load-related information from VDTN nodes
using SNMP (Simple Network Management Protocol). Inthis
paper will be presented the design of this networknanagement
system and its demonstration and validation in a laoratory-
based testbed, called VDTN@Lab.
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l. INTRODUCTION

Vehicular networking has attracted a growing irgéerey
the research community and industry due to its piatlefor
application to a wide range of real-world scenaribbese

networks are regarded as a key technology for improviag ro

safety, optimizing the traffic flow and road caggciThey can
also be used as monitoring networks for sensoratdiection.

Vehicular ad hoc networks (VANETS) [1] were propwse

as a special type of mobile ad hoc network (MANET) [Zhw
the distinguishing property that mobile nodes ashidsles.
Vehicle communication in a VANET can be classifesieither
vehicle to vehicle (V2V) or vehicle to roadside infrasture
(V2I). Conventional routing schemes for VANETs assu
end-to-end connectivity. Thus, they are not ablel¢al with
network partitions, disconnection, or
VANETOs limitations were solved by applying theestarry-
and-forward paradigm of the delay tolerant netw(@Ek N)

long time delays

Vehicular delay-tolerant networks (VDTNS) [4, 5]pmar
as a new approach for vehicular communications, gaitheri
some contributions from the store-carry-and-forwaadagigm
of DTNs and Optical Burst Switching Networks [6]DVNs
proposal intends to improve the performance of data
dissemination and routing in opportunistic vehiculatworks
characterized by highly dynamic topology, short cantac
durations, disruption, intermittent connectivity, sfgrant loss
rates, and frequent network partitions. In a VDTitgbile and
fixed nodes interact with each other to provide adat
dissemination and routing.

VDTN architecture places the bundle layer over dla¢a
link layer introducing an IP over VDTN approach. eTh
protocol data unit at the VDTN bundle layer is the
abovementioned bundle, which aggregates severahtRets
with common characteristics, such as the same ndsisin
node or generated with data from the same application.
Another important characteristic of VDTN architegtus the
out-of-band signaling with separation of the controld data
planes. The VDTN bundle layer is divided into twygdes [4]:
the bundle signaling control layer (BSC) that exeswcontrol
plane functions such as signaling messages exchange
resources reservation, among others; and bundleegafipn
and de-aggregation layer (BAD) executes the data plane
functions that deal with data bundles.

Conventional network management systems use afset o
solutions. The Simple Network Management ProtoSNNIP)
[7] is one of these solutions, which allows the feamge of
management information between a network managertian
agents. SNMP is a widely common used protocol foedix
network management (monitoring and configuration). Due t
the unique features provided by VDTN, such asyinitency,
disconnection, and long delays, the SNMP cannogfyylied
directly. The proposed monitoring system Moni4dVDTN ¢&en
called an SNMP-based system.

architecture [3], creating the concept of ODTN enabled Due to a variety of factors including node heterwgty,

VANETSO.

In a DTN-based network, nodes allow data storage whe,

there is no contact opportunity with other nodesaway it until

having contact with other nodes. At a contact oppitytu data

are forwarded to the new contact, based on a roptiatpcol,

trying to reach the destination as soon as posaifdeincrease
data delivery.

node interactions, node cooperation, and limited agw
resources, typical in vehicular network environrsemioses a
Aumber of technical challenges. Usually, researchensops
and evaluate new services and protocols using siioaland
theoretical analysis techniques. However, thesdnigaoes
typically abstract many details of the real scenaog] these
simplifications tend to impair performance in reabrld
environments. Thus, although simulation and theaktic
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analysis are helpful in a preliminary evaluation ofwne MANETSs. First, the authors present a related wakcdibing
protocols and algorithms, it is essential to depeyperiment, similar monitoring approaches for mobile ad hocwueks,

and evaluate them in a testbed (prototype) network fofocusing the strong points and also their disachged.
performance evaluation under more realistic conditiomghis ~ Subsequently, they presented the major featuresiioav how
sense, this paper also addresses the deploymentheof tMMAN is better than previous monitoring approaches.
monitoring system through a testbed. This testtmalled MMAN uses multiple monitoring nodes collaborating t
VDTN@Lab [8, 9], provides a framework for demonstla  produce a snapshot of network conditions. MMAN relies
and validation of the VDTN architecture, allowing the several monitoring stations that combine infornmatito
development, performance evaluation, and validatibmesw ~ maintain an accurate up-to-time view of the curfeiNET
services, protocols, and applications. topology. A number of Monitoring Units (MUs) arepdeyed
throughout the MANET. These MUs are responsible for
gathering information regarding network performance.
Afterwards, the information gathered by the MUsl&ivered

to the management nodes, where they are analyzedd an
%resented on a graphical user interface. To allow these
monitoring capabilities of MUs, each one is equigbpeth two
network interfaces. One wireless interface is respanéilthe
packets transfer over MANET while the other (which can b
wireless or wired) is used to transfer informatibatween

Il.  RELATED WORK MUs. Thus, MMAN does not overload the MANET traffic

This section considers several projects related wittvith this additional monitor traffic. To validate na
monitoring systems for vehicular networks, which yma démonstrate this monitoring system, it was createdAET

) o monitored using two MUs with 80%-90% total coverage.
In [10] the authors present an overview of the neaisting ~ MMANOs performance was evaluated from the following
management architecture approaches dedicated to BIAN perspectives: ability to produce a dynamic and uprte-
raising their theoretical and practical limitatioleveral issues picture of the MANET topology; ability to present fiafload
for building efficient management architecture aeafe to  information for covered nodes; ability to presestaasessment
MANETs are discussed. This study considers threerdifit  of cooperation level for nodes under the coverage dréfaeo

models that can be applied to mobile ad hoc netwdfke  MUs; and assessment of storage capability and GBtepsing
SNMP'based mOdel IS the fII’St. H|erarchlca| model Ofrequirements for management nodes_

management, based on SNMP, can perform complex tdsks ) .

management and take better management decisiotmmugh Diagnostic Interplanetary Network Gateway (DING)
it has several disadvantages, such as high messaghead Protocol was developed to introduce monitoring cagiaslin
and single point failure, in a network partitionesime nodes the DTN technology [12]. DING uses a subscriptiosdzh

the self-organized characteristic of MANETSs, the mamagnt DTN. The goal of this work is to implement mechamgsfor
task should be distributed. network monitoring on bundle and lower layers that ave n

) ) ] _ addressed by available mechanisms. The authors et u
Other available model is the Policy-based approdtiis  pTN2 with 3 nodes, involving several configuratiosteps.
system considers the following components: a policyrhey experimented this testbed switching DTN trafffatween
enforcement point (PEP), a policy decision point (PD&), nodes using variable connectivity and bundle si2ér this
policy repository (PR), and a tool of political managet The  setup work, the next step was the implementationetfvork
PDP's task is used to retrieve and interpret peliti monitoring capabilities that will allow to obsereetstatus of
information, and pass it to the PEP. The policyos#ory  the network and also the network traffic exchangeti@DTN
stores all the policies. Policy-based managemernvare  |evel. In original DTN2 implementation, no network
offers this feature through the implementation and®eiment  monitoring functionality is built in. On this propal, the nodes
of policies previously defined by the network managerproduce several log files created by shell scriptstedefor
Otherwise, the complexity of establishing contratns its  DTN2. Several parameters are considered given their
implementation extremely difficult. importance to describe the status of the networkvel as

The last model is called selfdmanaging based. At possit_)le.to implement in DTN2. These parameters age th
network proposes the solution of self-management.s Thifollowing: DTN Nodes Uptime B that shows whetheDEN
approach leads to network management architecture table NOd€ i running or not; Bundle Traffic © that shawsumber
take into account the autonomous nature of MANETse T Of data related to Bundle traffic, such as how maondies a
sel-management approach presents a disadvantageseeit ~N0de receives and forward, how many are delivered,adetst
may be very difficult to compute nodes with limitessources expired; and Link Statistics D that describes thtustof each

and sensor nodes need to be dedicated to specifiagament link between nodes, showing the data speed tratesirand the
functions. volume of data transferred.

The remainder of this paper is organized as foll&extion
Il describes monitoring system approaches usedeicular
networks. The system design and the software ugabdit
presented in Section |Ill. Section IV demonstrates th
monitoring system on laboratory testbed. Finallgctidn V
summarizes the main conclusions and presents somts fior
future work.

The Monitor for Mobile ad hoc Networks (MMAN) [11]
was proposed for a network management solution wsed
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VDTN MONITORING SYSTEM

The proposal and construction of Moni4dVDTN gathers
contributions from all the above-mentioned approachHés
proposed service and corresponding application ol

reading the XML file looking for new information.f lit
contains new information the system process new dath
updates the network statistics. These network statistre
presented in graphs that are deployed in real time.

enforced on a laboratory testbed for demonstration and

validation. It will demonstrate the applicability ofonitoring

capabilities on VDTNSs.

This section describes the monitoring system coedte
information about WDT
network nodes. This section is divided in two sebt®ns as
follows. The first sub-section presents the systaodeling

collect,

process, and d

isplay

while the second presents the application.

A. System Modeling

The monitoring system
application deployed on network nodes to enableMbdN
services. Through this interaction the system called,
process, and display statistical information. The wsse
diagram of the monitoring system is shown in FigureAt.
each contact opportunity, the system collects ancces®o
information about bundles. This
determine the number of dropped bundles, the number
bundles that still in the network, and the humbedelivered

information

interacts directly with

is uséol

VDTN Node

VDTN Node

Get information
about node state

Store information
in XML file

VDTN Monitoring System VDTN Monitoring System

Calculate
statistics

Generate real
time graphs
Show processed
data

L]

the

bundles. The system is also able to determine tbege delay
for each delivered bundle. Simultaneously, the systalculate

the contact time as well as the available buffescep the

Fig. 2. Activity diagram of the VDTN monitoring sigsn.

remaining battery and the disk space for each nibde
participates in a contact opportunity.

a!!c 3
\

VDTN

Monitoring

System

Figure 2 presents the activity diagram of the maimgp

\
%
\/
\

(
/ s
/
\
/
\ Node
statistics
\

Buffer
/' space
/
Remaining
battery
\
\ Disk
space

Fig. 1. Use case diagram of the VDTN monitoringteys

B. Software Platform

The system includes an application that displays
information about the state of the VDTN network.isTh
application analyses the information taking intcamt the
following three main points: contact analysis, rodgate
analysis, and bundles analysis.

For the contact analysis, the processed informasiarsed
by the application to show all the information aboades that
establish a contact. For each contact, the node ,né@eime
used by the control and data plane links, the hodrramute
that contact occurred, and the frequency that nodgs a
specific node is considered. Afterwards, this infoioratis
used to create a graph showing the maximum and mmimu
time used for control and data plane links, as veall the
average time that last both planes. Finally, withs th
information, the application calculates the numbkcontacts
that were established with mobile, relay, and mobibeles.
Figure 3 shows the contacts tab of the system egipi.

The node state analysis results on displaying wario
features related with nodes, such as the battatyssiand the
free disk space. The analysis of these data mayitras
network advertisements, if some node is out of battary
buffer space. When a low battery advertisement is teetite
network, nodes start to ignore contacts with the abesit
node. Figure 4 shows the node info tab where thanmition
about nodes is displayed.

system when a contact opportunity is detected.aghecontact

opportunity,

nodes create a XML (Extensible Markup

Language) file that stores all the information aboedes state
(e.g. buffers, bundles, and battery). The systecoiginuously
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Fig. 3. Contacts tab of the application showinginfation about the
contact analysis.

Fig. 5. Bundles tab of the application showing infation about the

bundles analysis.

IV. SYSTEM DEMONSTRATION

The Moni4dVDTN system was experimented in a VDTN

testbed, called VDTN@Lab [9]. Three terminal nodesp t
relay nodes, and four mobile nodes were consideredhe
testbed. Terminal nodes are located at differegesdf the
laboratory, while relay nodes are placed at cr@ssoMobile
nodes have a random movement across roads. All nodes a
equipped with Bluetooth and 802.11b/g devices towalthe
use of different network technologies to demonstrage dut-
of-band signaling (with the separation of controidadata
planes). All nodes also have a set of software nssdul
deployed to emulate the VDTN services. The Moni4VDTN
application was deployed on terminal and relay noaed
interacts directly with the VDTN software moduleSach
testbed run lasts one hour, and the result of pipicability of
the above-presented monitoring system may be seigumes

3, 4, and 5. Figure 6 illustrates the VDTN testbed #me
different type of interactions among nodes.

Fig. 4. Node info tab of the application showinfpimation about the
nodes state analysis.

Finally, information about bundles is shown in thendle
info tab (Figure 5). The bundles analysis allowsapplication
to display information about each generated bun@sy.
identification, source and destination nodes, TTLime-to-
live, size, creation time, and the number of hops)thatsame
time the bundle information is analyzed, a realetigraph is
drawn, containing the number of delivered and dropped
bundles. The average delay of the delivered bundlealso
calculated.

Fig. 6. lllustration of the VDTN@LAB testbed and ia$
interactions among nodes.



V. (4]

This paper presented a network management system fo
VDTNSs, called Moni4dVDTN. A monitoring system is vyer
useful to verify the network working properly and alsol5]
checking possible network anomalies. This first rming
approach for VDTNs was demonstrated and validated in
laboratory testbed, called VDTN@Lab. The proposal
demonstration and validation was achieved and it rbay
considered a robust tool for VDTNs network monitoring.

This proposal is a preliminary version of the syst@imen,
other statistics can be included, such as bandwiddtes
geographical position, and speed of mobile nodes.

CONCLUSION AND FUTUREWORK

(6]

(71
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